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Abstract

This paper presents a continuation of the evaluation of automated essay score validity undertaken by Kelly (2001). The purpose of the research was to investigate the hypothesis that an automated scoring system is capable of generating scores for essays in much the same way that raters evaluate essays and assign scores, such that a computer-generated score is a valid substitute for a rater-assigned score. 

The first paper presented the validity evidence arising from examination of the three “internal” aspects of Messick’s (1995) six-aspect validity framework: content, structural, and substantive. In this paper, evidence from the three “external” aspects of Messick’s model is presented. These aspects are external, generalizability, and consequential. 

Each automated scoring model scored essays written for a different writing task within the same essay test and then scored essays written for the same writing task but from a different essay test. The results of these procedures provided evidence that computer-generated scores converge across same-test scoring models but diverge across other-test models, indicating that a scoring model may be capable of discriminating between an essay written for the essay test for which it is calibrated and an essay written for a different test. 

Examination of correlations of scores generated by prompt-specific scoring models with scores generated by “generic” models that span many prompts for a given writing task, and of scores generated by linear models with scores generated by logistic models, yielded some evidence of score generalizability across these conditions, further supporting score validity.

Lastly, actual users of writing assessment scores were surveyed to uncover evidence of the consequences of substituting a computer-generated score for one of two rater-assigned scores in the score reporting process.  The strongest message emerging from survey responses was that scores in general, whether generated by computer, assigned by raters, or both, are often discounted by graduate school admissions decision-makers, rendering the consequences somewhat moot. Respondents confirmed the most common use of writing assessment scores in graduate program admissions is diagnosis of writing skill deficiency.  
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Introduction

It would appear that we have reached the limits of what is possible to achieve with computer technology.


– John von Neumann, mathematician and pioneer of 
computer science, 1949

On the contrary, the computer is changing virtually every aspect of educational measurement, from test administration to test scoring, and from placement to instruction. Perhaps in no other application is the impact of computerization being felt as profoundly as in large-scale testing, where the computer revolution has just begun. While the most recent generation of computer technology has brought adaptive testing and multimedia test item presentation to large-scale assessments, the next generation of computer technology promises to be even more profound, encompassing voice-activated word processing and, in particular,  automated scoring of written text. 

It is this most recent technological advance, automated scoring of written text, that has prompted this study. The rapidly growth of large-scale testing, coupled with a movement towards more direct forms of student assessment, has placed a heavy burden on test scoring resources. This situation, in turn, has prompted some major players in large-scale testing to turn to automated text scoring technologies for a credible, long-term complement to existing text scoring resources.

Recent studies (Burstein & Chodorow, 1999; Burstein, Kukich, Wolff, Lu, & Chodorow, 1998a, 1998b; Page & Petersen, 1995) have shown a high level of agreement between rater scores and scores generated by automated scoring tools. While such evidence of reliability is essential to the
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Figure 1. Essay volume of selected test programs, 1990-2000 (in thousands of essays written). Statistics provided by the American Council on Education, The College Board, Educational Testing Service, and the Graduate Management Admissions Council.

success of these tools, it is equally essential that the tools generate scores that are credible in their own right. That is, in scoring an essay, an automated scoring tool should ideally engage in processes that can be shown to parallel, if not exactly duplicate, what a rater would do. The degree to which these tools are accepted will likely depend on such parallels being demonstrated convincingly.

This study presents and evaluates validity evidence of the interpretation and use of scores produced by automated essay scoring tools, following the validity model proposed by Messick[image: image2.wmf]0
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 (1995). Applied in the current context, the premise is that the interpretation and relevance/utility of computer-generated essay scores should be no different from the interpretation and relevance/utility of rater-assigned scores. Specifically, this study examines whether a claim can be reasonably made that an automated essay scoring tool takes into account many of the same things that a rater does in assigning an essay score. At present, the apparent high correlation of computer-generated scores with rater-assigned scores remains unexplained in that no empirical linkage of the electronic processing of a computer to the cognitive processing of a human being has been established for the essay scoring process.

The focus of this study is e-rater™, a computer-based essay scoring system developed by Educational Testing Service® (ETS®). In 1999, e-rater was implemented as the “second rater” on essays from administrations of the computer-based Graduate Management Admissions Test® (GMAT®). Each GMAT essay is scored by a rater and by e-rater. If the two scores differ by more than one point, the essay is sent to a second rater for adjudication. In addition to operational GMAT scoring, e-rater is also used in the evaluation of essays submitted through CriterionSM Online Writing Evaluation Service, offered by ETS Technologies, Inc., a for-profit subsidiary of ETS. E-rater is presently one of four automated essay scoring services available commercially; the others are Project Essay Grade™ (PEG™), offered by Tru-Judge, Inc., Intelligent Essay Assessor™ by Knowledge Assessment Technologies, and IntelliMetric™ by Vantage Learning.
Gathering Validity Evidence

A big question is, are the scores generated by automated scoring tools valid? This question has been addressed in several ways to date: 

· At ETS, multiple studies have shown that e-rater-generated essay scores agree frequently – between 88 and 97 percent of the time – with scores produced on the same essays by raters, under a variety of conditions (Burstein, Kukich, Wolff, Lu, & Chodorow, 1998a, 1998b; Kaplan, Wolff, Burstein, Lu, Rock, & Kaplan, 1998; Burstein & Chodorow, 1999). The proportion of agreement has been shown to be particularly high when “agreement” is defined as either two identical scores or a difference of one point between scores, a commonly accepted definition. Other ETS research has suggested that e-rater-generated scores correlate nearly as well with non-test indicators of writing skill as rater scores do (Powers, et al., 2000), and that at least one free-response test – the writing assessment portion of the National Assessment of Educational Progress (NAEP) –  provides evidence of some identifiable, construct-centered structure underlying e-rater scores; that is, a tying of the scores to constructs like discourse, syntactic variety, and on-topic content. (Muraki, Lee, & Kim, 2000).

· Similar research has been undertaken with Project Essay Grade (PEG): Correlation studies (e.g., Page, 1994; Page & Petersen, 1995) show a consistently higher correlation between a PEG score and the score of any single rater, or any mean of two or three raters, than any single rater or multiple-rater mean has with another; and trait-scoring studies (Page, Poggio, & Keith, 1997; Shermis, Koch, Page, Keith, & Harrington, 1999; Keith, 1999) provide evidence of relatedness between underlying traits of writing and the overall PEG score assigned to an essay.

Messick (1995) provides a “road map” for assessing validity, in the form of six “distinct aspects [of construct validity] to underscore issues and nuances that might otherwise be downplayed or overlooked … [to] function as general validity criteria or standards for all educational or psychological measurement” (Messick, 1995, p. 744). These six aspects are:

Content: Evidence of content relevance, representativeness, and technical quality (Lennon, 1956; Messick, 1989);

Structural: Appraises the fidelity of the scoring structure to the structure of the construct domain at issue (Loevinger, 1957; Messick 1989);

Substantive: Theoretical rationales for the observed consistencies in test responses, including process models of task performance (Embretson, 1983), along with empirical evidence that the theoretical processes are actually engaged by respondents in the assessment tasks;

External: Includes convergent and discriminant evidence from multitrait-multimethod comparisons (Campbell & Fiske, 1959), as well as evidence of criterion relevance and applied utility (Cronbach & Gleser, 1965);

Generalizability: Examines the extent to which score properties and interpretations generalize to and across population groups, settings, and tasks (Cook & Campbell, 1979; Shulman, 1970), including validity generalization of test criterion relationships (Hunter, Schmidt, & Jackson, 1982);

Consequential: Appraises the value implications of score interpretation as a basis for action as well as the actual and potential consequences of test use, especially in regard to sources of invalidity related to issues of bias, fairness, and distributive justice (Messick, 1980, 1989) (p. 745).

Figure 2 arranges these six aspects in a convenient, diamond-shaped metaphor, illustrating Messick’s fundamental contention that all six aspects be considered jointly in any assessment of validity. For this study, each of the aspects has been translated into a concrete, implementable set of procedures relevant to the particular circumstances of the study.

[image: image3.wmf]0

200

400

600

800

1990

1992

1994

1996

1998

2000

Year

Volume of Essays (000s)

GED

GMAT

The Praxis Series

SAT-II

TOEFL - TWE


Figure 2. A six-faceted image of unitary validity.

Previous Findings: The Three “Internal” Aspects

Kelly (2001) presented the validity evidence uncovered by the investigation of the content, structural, and substantive aspects of the Messick (1995) model. Briefly, content relevance and representativeness were examined through the identification of the factor structure of each GRE Writing Assessment essay type. The results were used in the construction of factor-specific holistic scoring rubrics. Reflectivity of the task and domain structure was appraised through comprehensive reviews, conducted by ETS experts in essay test development, of the factor-specific rubrics. These experts attended particularly to assessing whether the rubrics target the desired constructs, and not merely the performance of rote counting tasks. Engagement of substantive theories and process models was evidenced in the transcriptions of raters “thinking aloud” as they scored essays as well as in the correlations of factor-specific scores to holistic scores on the essay samples. Table 1 provides a summary of the validity evidence presented in the Kelly (2001) paper; for a detailed interpretation of the table, the reader is referred to Table 8 and the discussion immediately preceding it. 

Methods

All data, essay scoring rubrics, and e-rater models were provided by ETS and ETS Technologies, Inc. The study utilized existing Graduate Record Examination® (GRE®) Writing Assessment essays written and scored during recent test administrations. The procedures were performed in three phases, paralleling the three “external” aspects of Messick’s (1995) validity model. The degree of convergent and discriminant correlations with external criteria was evidenced by 

	Table 1
Summary of Validity Evidence for the Three “Internal” Aspects of Validity: Sources, Implications and Limitations.

	
	
	Implications
	

	Evidence
	Source
	Magnitude
	Direction
	Limitations

	Content Relevance and Representativeness:

· Factor structures representative of features most relevant to graduate-level writing

· Factors fit into “ecological” order of skill complexity
	Factor analysis

Factor analysis
	Somewhat strong

Somewhat strong
	“For”

“For”
	Data insufficiency; “reverse synergy” effect of feature loadings (“simple structure”)

	Reflectivity of Task and Domain Structure:
· Three of six rubrics linked to known constructs, complex cognitive processes

· Three of six rubrics not linked to constructs,  complex cognitive processes

· e-rater submodels comprehensive of full models
	Test Development expert review

Test Development expert review

ETS Tech. Review
	Somewhat strong

Modest

Somewhat strong
	 “For”

“Against”

“For”
	Inadequate pre-testing of factor-specific rubrics

	Substantive Theories and Process Models:
· Rater perceptions of construct relevance:
three of six rubrics

· Rater perceptions of lack of construct relevance:
three of six rubrics

· Rater consistencies in “on-task” performance;
scoring process parallelisms with e-rater
· Rater performances not reflective of known constructs: three of six rubrics

· Factor-specific score agreement inconsistent with scoring process parallelisms 
	Initial and debriefing interviews

Initial and debriefing interviews

Think-aloud protocols, conceptual framework

Think-aloud protocols, conceptual framework

Agreement statistics
	Strong

Somewhat strong

Strong

Somewhat strong

Somewhat strong
	“For”

“Against”

“For”

“Against”

“Against”
	Inadequate training of raters for factor-specific scoring tasks


correlations of scores generated by GRE Writing Assessment e-rater models on GRE Writing Assessment essays and on essays from another testing program. Similarly, generalizability and boundaries of score meaning are made evident from correlations of GRE Writing Assessment 
e-rater scores across prompts and model modifications. Finally, consequences as validity evidence are addressed through surveying a sample of graduate program admissions decision-makers on how the interpretations and uses of partially computer-generated essay scores might affect their admissions decisions. A more detailed description of the procedures followed is provided in Table 2.

The Context: The GRE Writing Assessment

As specified by the GRE Writing Test Advisory Committee (http://www.gre.org/
stuwrit.html#description), the GRE Writing Assessment is designed to measure the ability to:

· articulate complex ideas clearly and effectively;

· examine claims and accompanying evidence;

· support ideas with relevant reasons and examples;

· sustain a well-focused, coherent discussion;

· control the elements of standard written English.

The GRE Writing Assessment consists of two tasks: a 45-minute “Issue” task that requires the examinee to present a perspective on an issue, and a 30-minute “Argument” task that requires analysis of an argument presented. The two tasks are intended to complement each other, in that the first task requires an examinee to construct an argument and the second to critique an 
	Table 2
Sequence of Procedures Followed in Study.

	Messick’s (1995) Aspect of Validity
	Method of Manifestation in Study 

	Phase I:
Convergent and discriminant correlations with external variables
	Used the feature-wise regression weights for the “Issue” generic model to generate e-rater scores for all “Argument” cross-validation essays, and vice-versa; used the feature-wise weights for the “Issue” and “Argument” generic models to generate e-rater scores for essays on the NAEP writing assessment “Informative” and “Persuasive” tasks, respectively; computed and examined all score correlations.

	Phase II:
Generalizability and boundaries of score meaning
	Examined correlations of e-rater scores across all six prompts; generated new e-rater scores for all cross-validation essays, using a polytomous logistic regression model in place of the existing linear stepwise regression model; computed and examined all score correlations. 

	Phase III:
Consequences as validity evidence
	Surveyed a random sample of admissions decision-makers from graduate arts and sciences, social sciences, and business programs on (1) how they do or would interpret and use partially computer-generated writing assessment scores in their decision-making, (2) whether their receipt of scores that are partially computer-generated does or would differentially affect official or unofficial interpretation(s) and use(s) of the scores, and (3) whether they do or would acknowledge a potential for any positive or negative bias on candidates attributable to using these scores.


argument already made (GRE Website, http://www.gre.org/twotasks.html). GRE Writing Assessment essays are scored on a six-point scale, using holistic scoring rubrics. The “Issue” and “Argument” holistic scoring rubrics are provided in the Appendix as Figures A1 and A2, respectively. Raters, who are college and university faculty, usually in English, Communications, or a discipline within the humanities (e.g., Rhetoric and Composition, English Literature, Classics, Linguistics), are trained to evaluate GRE essays over a two- to three-day period and then also participate in various norming procedures throughout each scoring session. For example, one or more times per day during a scoring session, raters take part in a “rangefinding” procedure, in which all raters examine and discuss exemplar essays for each of the six score levels. The intent of these procedures is to ensure that all raters are looking at similar qualities and keeping in mind certain issues as they score essays. Currently, most scoring on the GRE Writing Assessment is done on-line, with instant, on-line support available from a GRE scoring leader. 

The Scoring Tool: e-rater™

Briefly, e-rater uses natural language processing techniques to model the performance of raters. For each essay prompt, a sample of essays, previously scored by raters, is selected such that an adequate number of essays representing each score category is included. These essays are then used to “train” e-rater to score new, unscored essays (Burstein, Kukich, et al., 1998a). Table 2 shows the number of essays required to “train” e-rater for each score category.

	Table 3. Data Requirements for e-rater Training (per prompt).

	
	Score Level

	
	1
	2
	3
	4
	5
	6

	Number of essays
	15
	50
	50
	50
	50
	50


Note: The data are from “Automated essay evaluation with Natural Language Processing,” by J. Burstein, 2001, p. 4.
In its attempt to model raters, e-rater first uses several subroutines to extract a variety of features from an essay. In the “training” step, these features are used in combination to “postdict” the score previously assigned the essay by raters. The system is adjusted when necessary to provide the maximum agreement between the e-rater “postdicted” scores and the actual rater scores in the model-building sample. The system is then ready to score new essays.

Powers, et al. (2000) provide a brief overview of the mechanics of e-rater, the main portion of which is summarized here. Currently, the e-rater system is built on a stepwise ordinary least squares (OLS) regression model. E-rater focuses on three general classes of essay features: discourse, indicated by various rhetorical features that are expected to occur throughout an essay; syntactic, indicated by the structure of sentences; and content, indicated by prompt-specific vocabulary expected to be present in the essay. A total of 59 features are “extractable,” but in practice usually only the most predictive features, as measured by their regression weights, are retained and used for further scoring. The features used must be both predictive of rater scores and analogous in some recognizable way to the characteristics of essays that raters are trained to consider. The OLS regression weights for these features are applied to each new essay to estimate a score. The estimated score is then rounded to the nearest integer, from 0 to 6, in order to make its scale conform to that used by raters.

Powers, et al. (2000) reason that there is some advantage to employing a “generic” 
e-rater scoring model that spans multiple prompts within an essay type. First, as a matter of practicality, a generic model may be “trained” using any essay of its essay type available, regardless of the prompt on which the essay was written. This makes for more convenient training of models. Second, as a matter of score validity, generic-model scores may provide some supporting evidence for e-rater score generalizability for an essay type, in the sense that all essays of a particular type are scored by the same model and, therefore, should reflect the essay type rather than the individual prompt. This study examines the evidence for this score generalizability argument by performing principal components analyses on data for both a generic model and three prompt-specific models separately for each essay type and comparing the results.

The Sample

The GRE Program provided a total sample of 1,794 GRE Writing Assessment essays, consisting of  620 essays written on three “Issue” prompts, and 1,174 essays written on three “Argument” prompts. The texts of these prompts are provided in the Appendix as Figures A3 and A4. ETS Technologies’ staff divided the “Issue” essay sample into a model-building sample of 226 essays and a cross-validation sample of 394 essays; the “Argument” sample was divided into 251 model-building essays and 923 cross-validation essays. All of these essays are considered “operational,” that is, written by actual graduate school candidates under ETS’ standard testing conditions, and previously scored by two raters. (In operational scoring, the GRE Writing Assessment is always scored by two raters; the implementation of an automated scoring tool is not under consideration.) 

Results

Phase I: Convergent and Discriminant Correlations with External Variables

In this phase, a triangulation technique was employed to gather evidence that the constructs of writing purportedly being measured by e-rater models were, in fact, being measured. According to Messick (1995), “constructs represented in the assessment should rationally account for the … [convergent and discriminant] pattern of correlations [with external variables]” (p. 746). 

Applying Messick’s lemma to the context of this study, the researcher postulated that “in-task” e-rater scores should converge with external, “out-of-task” scores and “in-program” e-rater scores should diverge from “out-of-program” scores. Procedures were undertaken to generate “out-of-task” and “out-of-program” essay scores and to compute agreement statistics across score sets. The proposed pattern of correlations was realized, yielding convergent and discriminant evidence of construct representation in e-rater models and providing further support for the validity of e-rater scores as substitutes for rater-assigned scores.

The “In-Task”/“Out-of-Task” Relationship. Recall from Table 1 that the hypothesized “Issue” and “Argument” factor structures have been shown empirically to be largely parallel: the five “Issue” factors were specified a priori to be identical to five of the six “Argument” factors, and 12 of the 13 e-rater features that defines each factor structure are identical across factor structures. In fact, the only substantive difference across factor structures is the relative order of effect that factors and features have on the e-rater score generated (Kelly, 2001). 

Based on this empirical evidence, a reasonable proposition is that identical, or at least very similar, constructs of writing are being measured across tasks by e-rater. For example, the relative importance of the most salient factor identified by Kelly (2001) appears to be identical – that is, first – for “Issue” and “Argument” scoring models, and the ordering of the two most important e-rater features comprising each factor – that is, the first two – is also be identical. Furthermore, the operational descriptions of the characteristics of writing intended to be represented by these factors are identical.

It stands to reason, then, that scores of “Issue” essays scored with the “Issue” e-rater model should converge, or correlate highly, with the scores of “Issue” essays scored with the “Argument” e-rater model. That is, the respective features in the models should measure consistently across tasks, since the constructs of writing do not vary markedly. This convergence should also occur for scores of “Argument” essays scored with both models. The degree to which this bears out indicates the strength of evidence supporting e-rater score validity with respect to the invariability of constructs measured by the e-rater models.

The “In-Program”/“Out-of-Program” Relationship. Score validity is also contingent upon the genuineness of the score as a representation of the skills and abilities claimed to be measured by the essay test, particularly as relates to the relative level of development of those skills and abilities. The credibility of an e-rater score of a GRE Writing Assessment essay, for example, hinges on the confidence score users have that e-rater distinguishes the advanced level of writing skills requisite for graduate study from the lower level of writing skills typical of, for example, high school. That is, although the writing tasks presented to the graduate school candidate and the high school student may on the surface appear similar, the subject nature of the prompts and the level of sophistication of the constructs to be assessed vary substantially. An e-rater model should detect this difference and reflect it in the score assigned. In short, an e-rater model trained for GRE Writing Assessment essays should “not work” with NAEP Writing Assessment essays.

The agreement statistics for the “in-task”/“out-of-task” and “in-program”/“out-of-program” e-rater score relationships are presented in Table 4. The strength of relationship between “in-task” and “out-of-task” scores and between “in-program” and “out-of-program” scores suggest the 

	Table 4
Proportions of Agreement, Kappas, and Correlations: “In-Task” vs. “Out-of-Task” and “In-Program” vs. “Out-of-Program” e-rater Scores. 

	
	“In-Task” vs.
“Out-of-Task”
	“In-Program” vs.
“Out-of-Program”

	
	“Issue”
(N = 394)
	“Argument”
(N = 923)
	“Issue”
(N = 394)
	“Argument”
(N = 923)

	Exact agreement
	.58
	.53
	.18
	.27

	Adjacent agreement
	.41
	.44
	.47
	.51

	Subtotal: Exact and adjacent
	.99
	.97
	.65
	.79

	Disagreement
	.01
	.03
	.35
	.21

	Kappa
	.41*
	.33
	.04
	-.03

	Correlation
	.75*
	.70*
	.61
	.73*


*  statistically significant at the ( = .05 level.

degree to which e-rater​ models accounted for differences in the constructs being measured across tasks and essay test programs.

Phase II: Generalizability and Boundaries of Score Meaning

According to the Standards for Educational and Psychological Testing (AERA, APA & NCME, 1999), a key consideration in the appraisal of validity evidence is “the degree to which [such] evidence … can be generalized to a new situation without further study of validity in that new situation” (p. 15). The Standards posits that the generalizability of validity evidence varies according to “situational facets,” such as “differences in the way the [task] construct is measured” and “the type of criterion measure used” (p. 15), and suggests that accumulating validity evidence from multiple similar instances within a given situational facet may provide insight as to the degree of generalizability of that evidence to new instances. Messick (1995) elaborates on this position: “In addition to generalizability across tasks, the limits of score meaning are also affected by the degree of generalizability across … raters of the task performance” (p. 746). 

Applying the Standards (AERA, APA & NCME, 1999) to the context of this phase, the researcher evaluated the degree to which empirical evidence of e-rater score validity generalized across same-task e-rater models. Two situational facets were considered: (1) differences of construct measurement across same-task models and (2) differences of underlying distributional assumptions that underlie the criterion measure, or e-rater score, across same-task models. 

“In-Task” Generalizability. Table 5 shows the within-task correlations among prompt-specific model e-rater scores, generic model e-rater scores, and field scores for all cross-validation essays. The magnitudes of the correlations indicate the degree to which the assumption of equivalence of generic and prompt-specific model e-rater scores is supported across prompts, given the assumption that the prompts are equated. (ETS test development staff perform prompt equating procedures regularly [M. E. Fowles. personal communication, September 20, 2001].)

Evidence of invariability of scores across generic and prompt-specific e-rater models may be of particular value to developers of e-rater, some of whom are presently investigating the feasibility of operational use of generic models in lieu of the more costly prompt-specific models. A prerequisite to making the move to operational scoring with generic models is presentation of evidence that the e-rater score generated for an essay is invariant to the e-rater model applied.

	Table 5
Correlations of Prompt-Specific Model with Generic Model e-rater Scores.

	
	“Issue”
(N = 394)
	“Argument”
(N = 923)

	Scores correlated:
	r
	N
	r
	N

	Prompt 1 e-rater with Generic e-rater
	.85**
	67
	.77**
	90

	Prompt 2 e-rater with Generic e-rater
	.81**
	30
	.77**
	124

	Prompt 3 e-rater with Generic e-rater
	.88**
	30
	.72**
	100

	Prompt 1 e-rater with Field
	.69*
	67
	.64*
	90

	Prompt 2 e-rater with Field
	.67*
	30
	.61*
	124

	Prompt 3 e-rater with Field
	.67*
	30
	.63*
	100

	Generic e-rater with Field
	.78**
	394
	.73**
	923


*
statistically significant at the ( = .05 level.

**
statistically significant at the ( = .01 level.

Score Sensitivity and Boundaries of Meaning. Table 6 presents the agreement statistics of essay scores generated by the conventional e-rater stepwise linear regression procedure with essay scores generated by a polytomous logistic regression technique. Evidence that the fundamental nature of a scoring model – its capacity to detect occurrences of certain features and score an essay for these – is invariant with respect to the underlying score distribution assumption incorporated into the model is rendered by the magnitudes of the agreement statistics presented.

Importantly, the mere use of a polytomous logistic regression model immediately widens, in a theoretical sense, the boundaries of e-rater score meaning, in that the score validity claim 

	Table 6
Proportions of Agreement, Kappa, and Correlations: Logistic Regression vs. Stepwise Linear Regression e-rater Score and Field Score†

	
	Logistic vs. Linear e-rater Scores
	Logistic vs. Field
Scores

	
	“Issue”
(N = 394)
	“Argument”
(N = 923)
	“Issue”
(N = 394)
	“Argument”
(N = 923)

	Exact agreement
	.56
	.53
	.69
	.66

	Adjacent agreement
	.44
	.45
	.28
	.29

	Subtotal: Exact and adjacent
	1.00
	.98
	.97
	.95

	Disagreement
	.00
	.02
	.03
	.05

	Kappa
	.47*
	.44
	.50*
	.48*

	Correlation
	.68
	.67
	.63
	.67


† the score assigned previously during operational scoring; it is either the average of two 
rater scores or, when the raters disagree by more than one point, the score 
assigned by the adjudicator.

* statistically significant at the ( = .05 level.

becomes supported by scoring model specified correctly with respect to the score distribution. As Muraki et al. (2000) explain: 

(W)e … think that logistic regression is the method that ought to be chosen because the [score predicted by] the 
e-rater system is discrete. The normal regression used by the current system assumes that all the variables are continuous, which is not true by any means (p. 7).

If the incorporation into the e-rater system of a new prediction model that better replicates the distribution of scores assigned by raters also produces scores that individually agree with rater-assigned scores as often or more often than the original e-rater scores agree, further evidence is manifested for validity of e-rater scores as substitutes for rater-assigned scores. Such a finding  appears to be exhibited in Table 6.
Phase III: Consequences as Validity Evidence

The last aspect of validation of score interpretations is often the most critical from Messick’s (1995) perspective. In this phase, the consequences that graduate school applicants face from the use of scores were addressed. Those who interpret and use essay scores regularly, or could potentially do so, are in the best position to appraise the consequences of their own actions, as well as the impact on these actions that the introduction of a computer-generated score into the admissions decision-making process might have, and so it is these individuals who were surveyed. 

The inquiry in this phase focused on participants’ perceptions of the real and hypothetical implications for applicants to their graduate programs that participants’ use of “partially computer-generated” essay scores would have. Such scores are produced by the substitution of a computer-generated score for one of the two rater-assigned scores in the conventional essay scoring process. An earnest attempt was made to steer participants away from contemplating the use of totally computer-generated essay scores, as well as away from the even more value-laden issue of whether essay scores should be used at all for admission to graduate study. 

The Implementation. A total of 12 arts and sciences, 18 social sciences, and 28 business program faculty of graduate admissions decision-making capacity agreed to participate in the survey, representing participation rates of 43, 64, and 100% of selected institutions, respectively. These participants were identified at random from within their respective institutions and academic programs. Generally, it was a challenge to locate qualified participants within a particular institution. This was especially true of arts and sciences programs. Often, the membership composition of a graduate program admissions committee was not widely known; still more often, well-intentioned front-line staff in academic departments, assuming the researcher to be an applicant for admission, routed the telephone call to a counselor in the institution’s admissions office. 

The greatest impediment was that most of the survey was conducted during the summer, when few graduate admissions decision-makers were available for comment. The researcher controlled for selection bias with respect to the research question by ensuring at the outset of each survey that the participant was an experienced member of the admissions decision-making body for his or her academic unit. 

The responses of the participants were recorded on audio tape and later transcribed and parsed into text units. Those text units attributable to arts and sciences and social sciences participants were aggregated as the “GRE Writing Assessment” text unit array, while text units from business faculty were aggregated as the “GMAT Analytical Writing Assessment” array. A representative selection of text units from each array was tabulated; these are presented in Table 7, as are the questions that were asked.

Responses from GMAT Users. The selection of text units presented reveals crucial information about the interpretations that graduate business program admissions decision-makers apply to partially computer-generated essay scores. In response to the first question, virtually all of the GMAT users indicated the perception that the recent implementation of partially automated scoring on the Analytical Writing Assessment has had no impact, officially or otherwise, on the 

	Table 7
Summary of Text Units Parsed from Graduate Admissions Decision-Maker Telephone Interview Transcriptions.

	Question 1: GMAT: Has your receipt of essays with scores that are based on both human scoring and computer scoring affected, as a matter of official policy at your institution, the way the essay scores are interpreted and used, such as the relative weight that is placed on the scores in the admissions process?

OR

GRE: If you were to be sent essays with scores that were based on both human scoring and computer scoring, would this affect, as a matter of official policy at your institution, the way the essay scores would be interpreted and used, such as the relative weight that would be placed on the scores in the admissions process?

	GMAT A.W.A.
	GRE W. A.

	· No. (n = 17)

· We put little weight on the essay scores.
We put more weight on the verbal or quantitative score. (n = 7)

· We require applicants to complete an essay as part of our own admissions package. (n = 15)

· We believe that using our own essay question allows us to evaluate both verbal and analytical skills simultaneously. (n = 4)


	· No. (n = 22)

· It would not affect our policy because we do not use the GRE W. A. as a criterion for getting into our graduate program. (n = 38)

· It would not affect it at all, compared to human reading. (n = 14)

· Were we to receive essays, I think I would probably not take into consideration either a computer generated score or a human assigned score. (n = 26)

· I would want to read the essay itself. (n = 33)

· If we knew that the essays were machine- scored, we would place somewhat less weight on them. (n = 18) 

· Yes. (n = 9)

· It would depend how good the scoring was. 
(n = 11) 

· I would simply examine it, the same as I do with the verbal and analytic GRE scores now.
(n = 18)

· I think how scores would be used would depend on the program. Some programs would weigh them stronger than others. (n = 16)


	Table 7
Summary of Text Units Parsed from Graduate Admissions Decision-Maker Telephone Interview Transcriptions (continued).

	Question 2: GMAT: Might this, in your opinion, affect unofficially the interpretation or use of the scores in the admissions process?

OR

GRE: Would this, in your opinion, affect unofficially the interpretation or use of the scores in the admissions process?

	GMAT A.W.A.
	GRE W. A.

	· No. (n = 12)

· We don’t use the essay provided on the GMAT
A. W. A. (n = 9)

· We pretty much disregard the scores provided by GMAT. (n = 7)

· The essay score might become a factor if the student is on the edge. (n = 10)

· We only use that as one of many criteria for making the admissions decision (n = 12)
	· No. (n = 19)

· We have some people that would be very skeptical. (n = 26)

· We have some people who would insist on reading it themselves. (n = 18)

· I don’t think that computer scoring would bother them. (n = 12)

· Our focus has always been on quant. (n = 10)

	Question 3: GMAT: How comfortable do you feel personally with interpreting and using these scores? Is it any different from using totally human-assigned scores?

OR

GRE: How comfortable would you feel personally with interpreting and using these scores? Would it be any different from using totally human-assigned scores?

	GMAT A.W.A.
	GRE W. A.

	· I don’t see any difference. (n =6)

· I don’t put a great deal of weight on it. (n = 9)

· We would not use the essay scores, regardless of how they’re generated. (n = 6)

· I don’t think it would be as effective as a human evaluation. (n = 10)

· I guess I’m fairly comfortable, as long as there’s one human involved. (n = 4)

· I think I would use it as a guideline. (n = 4)
	· I would not use these scores. (n = 26)

· If I were faced with a human score and a machine score, I would treat those two scores very differently (n = 21)
· I would feel comfortable with having both; it would give it some standardization. (n = 6)

· If one knows how it’s done, one could scam it.
(n = 5)


	Table 7
Summary of Text Units Parsed from Graduate Admissions Decision-Maker Telephone Interview Transcriptions (continued).

	Question 4: GMAT: In light of how you use essay scores in admissions decisions, do you believe that your using an average of one human-assigned score and one computer-generated score, instead of an average of two human-assigned scores, might potentially create a positive or negative bias with respect to an applicant?

OR

GRE: In light of how you would use essay scores in admissions decisions, do you believe that your using an average of one human-assigned score and one computer-generated score, instead of an average of two human-assigned scores, could potentially create a positive or negative bias with respect to an applicant?

	GMAT A.W.A.
	GRE W. A.

	· The computer is probably more consistent.
(n = 6)

· We would read it or look at the other factors involved. (n = 8)

· We don’t rest so much on it that a half-point difference would bias our decision. (n = 6) 
	· Most of the time, probably not. (n = 28)

· Yes, the computer scores or the expert scores could be affected by the race or educational background of the test-taker. 
(n = 14)

· They would penalize students who write more creatively. (n = 16)

· I think that two human scores would be better. 
(n = 14)

· The more measures you use, the less chance you’d have of any kind of bias. (n = 7)


essay score interpretations of their admissions committees in the context of making an admissions decision. The GMAT users largely attributed this to the fact that their committees either do not use the scores at all or include them as only one of many pieces of information about an applicant. 

Over 50% of the GMAT users indicated that their business programs administer their own writing assessments as part of the admissions application process, while 25% said that their committees downplay performance on the Analytical Writing Assessment in favor of verbal and quantitative scores on the GMAT itself. However, about 36% said that the essay scores could become more of a factor for applicants whose other credentials place them “on the edge” of being accepted. Several who made this point, though, admitted that, on average, such a situation rarely arises, since admissions committees take into consideration so many other important factors.

More than 64% of the GMAT users personally perceived partially computer-generated essay scores as being no different than fully rater-assigned scores. This sentiment, once again, seems largely driven by users’ indifference to the scores overall: 30% said that they discount the scores somewhat, while 24% said they ignore the scores. Lastly, 71% of the GMAT users felt that including a computer-generated score into the GMAT essay scoring process would probably not create any bias for or against an applicant, while 21% pointed out that, assuming computers are consistent in applying a scoring algorithm, the inclusion of a computer-generated score in the process might improve the reliability of the essay scores.

Responses from GRE Users. The interpretation of GRE users’ responses to the questions is somewhat less clear, sine these participants commented from an entirely hypothetical perspective. That is, not one of the 30 GRE users indicated that he or she had ever used the GRE Writing Assessment in the admissions decision-making process. In fact, over 70% of these individuals had never seen a GRE Writing Assessment essay, and many were unaware of the existence of the Writing Assessment program. Furthermore, while approximately half of the GRE users had heard of the development of automated essay scoring systems, very few actually named a system or provided other evidence of specific familiarity with the technology.

A full 80% of the GRE users indicated that, if their admissions committees were to receive essays and scores from the GRE Writing Assessment, their committees would disregard the scores in making admissions decisions; the method of production of the scores, rater assignment or partial computer generation, would not matter. Forty-six percent said that they would not expect their committees’ interpretations of partially computer-generated scores to differ from interpretations of rater-assigned scores, while 40% said that committees would most likely place less emphasis on partially computer-generated scores, and 14% said that the score interpretation that their committee adopted would depend on the accuracy that the scoring system exhibited. 

The GRE users perceived that the unofficial stance that their colleagues would take on the use of partially computer-generated essay scores would reflect the stance of the admissions committee. Specifically, 87% of GRE users said that most of their colleagues would be skeptical of the scores, and 60% said that their colleagues would insist on reading the essays for themselves. A full 80% said that, personally, they would not use any scores at all, preferring to read the essays and make their own judgment of the writing ability of an applicant. Seventy percent perceived that they would be inclined to interpret partially computer-generated essay scores differently than rater-assigned scores.

Seventy-three percent of the GRE users indicated that the substitution of one computer-generated score for on of the usual two rater-assigned scores would probably not create a bias in either direction for an applicant. Fifty-three percent stated that they felt the inclusion of a computer-generated score would penalize creativity in the writing of GRE essays, while 47% said that the scores produced by an automated scoring system could be affected by the racial-ethnic background of the writer, a criticism they also leveled against rater-assigned scores.

Interestingly, a small cohort of social sciences participants expressed more favorable views of partially computer-generated essay scores than were expressed by the GRE user group overall. For example, 12 of 16 GRE users that indicated that some graduate programs might weigh the scores more strongly represented a social sciences graduate program. The same 12 individuals said that they believed that partially automated scoring of essays would not be a concern to their colleagues, and six of these said that including a computer-generated score in the score reporting process might provide some standardization. Seven social sciences participants stated that they believed that the use of multiple scoring methods in itself would probably reduce any bias in the essay scores. Even so, eight of the 12 social sciences cohort members were also among the 80% of the full group of participants that indicated that they or their admissions committees would not use any scores accompanying GRE Writing Assessment essays.

Discussion

Particularized validation is not only devoid of proper scientific interest but deceptive in its promise … Its absurdity is most cogently argued by the demands of … efficiency alone, for a specific test for every occupation and life situation is its logical and impossible conclusion.

– Raymond Cattell, 1946

Cattell wrote to express his disdain for the then-popular notions of classical criterion-oriented psychometrics and utility theory (Loevinger, 1957), but the statement also typifies a sentiment that prompted the gradual development of a unitarian view of validity (Messick, 1980). Some specific types of testing situations necessitating “particularized,” or “local,” validation studies (AERA, APA, & NCME, 1999) notwithstanding, the broader concept of validity as ever evolving, unitary but multifaceted, integrative, and expressed in degree (Messick, 1995) has become a touchstone for the theory and practice of educational measurement. In fact, Messick’s six-aspect framework for unitary validity has been adopted practically in its entirety as the official model for the leading professional associations in these fields, as evidenced by the most recent edition of the Standards for Educational and Psychological Testing (APA, AERA, & NCME, 1999).

In this discussion, the results obtained from each of the phases of this study are considered sequentially. Three topics are discussed: the evidence arising from the results, its source, and its bearing upon the aspect of validity investigated in the phase; the implications that this evidence has for the overall validity of e-rater scores for the stated interpretation and use, expressed in magnitude (“strong,” “somewhat strong,” “modest,” “weak”) and direction (“for” or “against” of validity); and, as applicable, the limitations on the evidence obtained that the methods may have imposed. 

Throughout this discussion, there are instances that require connections of evidence meaning, source, implications or limitations across aspects of validity. In such instances, a note [in brackets] indicates the phase of the study cross-referenced. The reader is encouraged to view the evidence, as proposed by Messick (1995), as a single, extended testimony that is sufficient only in its totality. A summary of the validity evidence is provided as Table 8.
	Table 8
Summary of Validity Evidence for the Three “External” Aspects of Validity: Sources, Implications and Limitations.

	
	
	Implications
	

	Evidence
	Source
	Magnitude
	Direction
	Limitations

	Convergent /Discriminant Correlations w/ External Variables:

· E-rater model sensitivity to location of an essay on the skill-construct hierarchy
	Convergence and divergence of scores, Table 4.25
	Modest
	“For”
	Insufficient evidence to rule out possible alternative explanations

	Generalizability & Boundaries of Score Meaning
· Weak comparability of generic model to prompt-specific model e-rater scores

· Slight improvement in e-rater score agreement with rater scores when polytomous logistic score prediction model used
	Correlations of scores among models, Table 4.26

Agreement statistics, Table 4.27
	Modest

Modest
	“Against”

“For”
	Insufficient evidence to rule out possible alternative explanations

	Consequences:

· Scores on writing assessments are rarely used by admissions decision-makers at graduate programs
	Transcriptions of survey participant comments, Table 4.28
	Strong
	“For”
	Small size, possible lack of representa-tiveness of sample; relative newness of the writing assessment


Convergent and Discriminant Correlations with External Variables

The Evidence. The convergence and divergence of e-rater scores, as shown in Table 4, suggests that e-rater models are programmed to score essays at a particular level on a skill-construct hierarchy, and “recognize” an essay that does not meet that level. Assuming that a focus on skill-construct levels rather than on test-specific tasks is a desirable attribute for an automated essay scoring system to exhibit, this evidence may be particularly welcome.

Specifically, there appeared to be a convergence of “in-task” with “out-of-task” e-rater scores across both tasks within the GRE Writing Assessment, as evidenced by agreement statistics that approach those of “in-task” e-rater scores with field scores [Phase II]. There also appeared to be a marked divergence of “in-program” NAEP Writing Assessment e-rater scores from scores on the same NAEP essays generated by the GRE Writing Assessment e-rater  models, evidenced by agreement statistics well below the levels conventionally reported for e-rater models. 

The Implications. The evidence arising from this phase modestly supports the validity of e-rater scores with respect to the capacity of e-rater​ models to account for differences in the constructs being measured across tasks and essay test programs. Given the reasonable assumption that raters inherently possess that capacity, the evidence from this phase suggests that e-rater performs comparably to raters, at least with respect to this aspect of validity, and generates scores that would substitute adequately for rater-assigned scores.

The Limitations. Stronger support for validity from the evidence in this phase is tempered by the lack of sufficient corroborating empirical or conceptual evidence. That is, to the knowledge of the researcher, no other analyses of this type have been undertaken with e-rater data. Additional inquiry is necessary, ruling out possible alternative explanations for these findings, if a stronger validity claim is to be made from this evidence.

Generalizability and Boundaries of Score Meaning

The Evidence. The correlations of generic model e-rater scores with prompt-specific model scores, shown in Table 5, are similar in magnitude to the correlations of generic-model e-rater scores with rater-assigned holistic scores for both tasks, but are notably low in comparison to a more analogous agreement statistic, interrater correlation, which typically exceeds .90 within a given task (Kelly, 2001). Interestingly, generic model scores appear to outperform prompt-specific model scores in agreement with field scores for both tasks, implying that the assumption of superior scoring accuracy of prompt-specific e-rater models may be false.

Greater generalizability of validity evidence is seen in the correlations among linear-model e-rater scores, polytomous logistic-model e-rater scores and field scores, shown in Table 6. Use of a polytomous logistic regression model makes a small improvement in agreement with field scores vis-à-vis the linear regression model, a result not found in the Muraki et al. (2000) study. 

A review of the contingency table of logistic-model e-rater scores versus field scores revealed that the location on the score scale where most of the improvement occurred was “6,” the highest score category. This suggests that the polytomous logistic model may help overcome the perennial problem in achieving score agreement at the score scale extremes (Burstein, Braden-Harder, et al., 1998; Burstein, Kukich, et al., 1998a; J. C. Burstein, personal communication, March 15, 2001).

The Implications. Invariance of scores across similar instances within a given situational facet is a highly desirable quality that test developers invest substantial effort in ensuring. For example, maintaining invariance of scores across raters, which is seen as an absolute must in essay testing, requires extensive rater training via an ongoing series of “rangefinding” procedures. Cronbach, Gleser, Nanda, and Rajaratnam (1972) refer to the capacity of a score to transcend time, place, and circumstances as among the most critical attributes affecting score usefulness. 

Given the importance that both practitioners and theorists in educational measurement place on score invariance, and the clear interrelations among score invariance, score generalizability, and the generalizability of validity evidence relevant to score meaning, the implications of the evidence arising from this phase should not be underestimated. The validity evidence of the generalization of generic-model e-rater scores to prompt-specific scores points “against” validity, while the validity evidence of e-rater score consistency – and even slight improvement – when a better-specified score distributional assumption is incorporated into the models points “for” validity; both pieces of evidence are modest in magnitude.

The Limitations. As argued in the previous phase, stronger support for validity is baseless since, to the knowledge of the researcher, neither empirical nor conceptual corroboration of the findings in this phase exists. As before, additional investigation into the nature of these generalization relations, and competing explanations for empirical results, is required before a stronger validity claim may be made from this evidence.

Consequences as Validity Evidence

Accumulating evidence regarding consequences is hard, time-consuming, expensive, and, often, politically volatile work.

– Robert Linn, 1998

The Evidence. The data collected from actual users of e-rater scores sheds a dramatic light on the implications addressed and final conclusions drawn in this study: most actual and potential users of graduate admissions writing assessments and scores do not use the scores for admissions decision-making at all, and those few who do or would use scores for that purpose view the scores as one of many pieces of information, and a small one at that, included in the decision-making process. 

Score users seem to be most interested in the use of essay scores as diagnostic indicators of writing weakness. That is, the most frequently mentioned use of GRE Writing Assessment and GMAT Analytical Writing Assessment scores is for the detection of applicant writing skill deficiency. This information is rarely used in the actual admissions decision, though. Often, candidates with low writing assessment scores, who are admitted to a program based on the strength of other criteria they present, are subsequently routed to remedial work in composition. This finding corroborates previous work by Rogers and Rymer (1998), who reported an analogous finding that the GMAT Analytical Writing Assessment was largely viewed by graduate business program admissions officers as more a diagnostic tool than an admissions criterion.

The Implications. The implications of this evidence are clear and logically perverse: since very few “users” of e-rater scores – or rater-assigned scores, for that matter – actually use the scores at all for the intended purpose, namely, to assist in a graduate program admissions decision-making process, there are essentially no consequences at all arising from users’ interpretations of the scores. Therefore, with respect to real and potential consequences, any score is as valid as any other. Even more logically perverse, but nonetheless accurate, is the implication that all evidence arising from this phase strongly supports validity of the stated interpretation of partially computer-generated scores – which is none at all. (The reader should note, however, that despite bearing the label of “strongly supports validity,” this evidence is not to be construed as “positive,” but rather as implication-neutral.)

The Limitations. The results of this phase are restricted by the time of year in which the survey was conducted, the severe practical limitation on the number of participants surveyed, and the relative newness of the GRE Writing Assessment. First, the bulk of the survey work was performed during the summer months, when many faculty are unavailable. Senior faculty who sit on graduate program admissions committees were particularly difficult to reach. As a result, the researcher opted to continue the survey further into the regular academic year than originally had been planned. Later participants appeared to be more representative of groups that had been missed during the summer, such as department heads and deans. Still, the overall sample of participants is weighted towards those who were available during the summer.

Second, the sheer length of the survey, particularly in light of the need for both the participant and the researcher to speak deliberately and for the participant to think through responses to the questions posed, greatly limited the number of participants that could be surveyed. In addition, the cost of long-distance telephoning, to a certain degree, capped the sample size.

Third, and most importantly, the newness and slow growth rate of the GRE Writing Assessment translated into a mere handful of participants who had any knowledge of the program at all, and none who knew of automated scoring of essays. Not surprisingly, there was little that these individuals could say regarding the GRE Writing Assessment. As Reckase (1998) notes, “any statements of expected consequences should be supported with evidence … But for a new test, evidence cannot be collected until the test is used as intended for some period of time” (p. 15). However, nearly all of the graduate business program survey participants were familiar with the GMAT Analytical Writing Assessment, and most of them also knew details about the automated essay scoring procedures instituted by GMAT. 

This phase of the study should be repeated as the GRE Writing Assessment further develops an examinee base and a wider acceptance among graduate program admissions decision-makers. However, it should also be noted, many admissions decision-makers surveyed indicated that their institutions are moving away from the use of standardized measures of all kinds and, therefore, may be unlikely to adopt the GRE Writing Assessment in the future. Moreover, the relative importance of this aspect of validity for e-rater scores should be kept in perspective, given that the interpretation and use of the scores is known to be of minimal effect in this case. Moss (1998) urges evaluators to keep in mind that “allocating resources to the study of consequences takes them away from something else that may be equally or more valuable to the educational community” (p. 7). At least in this particular applied setting, there may well not be much more validity evidence worth expending scarce resources to find.

Conclusion

Taken together, the six phases present a “mixed bag” of evidence “for” and “against” the validity of the stated interpretation of partially computer-generated essay scores. Viewed from a construct relevance perspective, the strongest evidence “for” validity comes from the same source as the strongest evidence “against” it: the four raters themselves. These raters and, they believe, many of their colleagues would be inclined to view more favorably an automated scoring system that leaves out certain objectionable features that e-rater includes. The statistics from the present study suggest that scores generated by simpler computer models might agree at least as frequently with rater-assigned scores as e-rater scores do currently, although the capacity of such models to explain variance in the feature data would likely decrease from an already modest level. 

A separate, equally important validity issue arises from model change: any change in automated scoring system features has implications for the construct representativeness of the models, which includes loss of such representativeness and, by extension, score meaning. Bennett and Bejar (1998) warn, “under automated scoring, it is possible to manipulate the meaning of scores through the choice of features and their aggregation into a task score” (p. 14).

Superficially, the evidence gathered supports the statement by ETS Technologies, Inc. that e-rater is designed to reflect the writing qualities specified in the GRE Writing Assessment holistic scoring guides. Obviously, e-rater does not read an essay, so it cannot “look for” or “evaluate” writing qualities. However, e-rater can, and does in some instances, detect evidentiary traces, the proverbial “breadcrumbs in the path,” that signal these qualities. Statements made during the mock scoring sessions attest to the fact that e-rater does count features that signal a writer’s engagement in desirable constructs of writing, such as use of topic-relevant content, syntactic variety, and certain discourse strategies. But e-rater also incorporates features that apparently only nominally track other constructs of writing. The discrepancy between nominal and deeper construct measurement is evidenced by pointed comments from the raters, who earn their livelihoods working with these constructs.

Since the GRE Program has not adopted e-rater as an operational scoring device, the relevance of computer-generated essay scores to the fundamental purpose of the GRE Writing Assessment cannot be assessed at present. However, the relevance of GRE Writing Assessment essay scores as a class is an issue that clearly can be assessed. In short, the evidence gathered indicates that the GRE Program faces the immediate task of raising awareness of the Writing Assessment among graduate admissions decision-makers if the Program hopes to avoid facing the prospect of the Writing Assessment becoming irrelevant to the community it serves. 

Such a strategy will likely involve working with graduate faculty to find innovative alternative uses for the Writing Assessment and its essay scores. For example, Rogers and Rymer (1995) see the GMAT Analytical Writing Assessment as potentially a useful tool for diagnosing writing deficiencies of entering graduate business students, allowing administrators to steer such students into collaborative writing venues early in their graduate programs. Unfortunately, as Rogers and Rymer point out, the GMAT Analytical Writing Assessment is holistically scored, limiting its usefulness in diagnosing specific deficiencies. 

Herein lies an opportunity for engaging e-rater, not simply as a “reliability check,” as is the conventional practice of ETS Technologies, Inc., but as a “diagnostic deficiency detector,” using the information it provides through its features to detail the “where” and “how much” of a writer’s writing deficiencies. For example, existing syntactic and rhetorical features could gauge the levels of syntactic variation and organization a writer is capable of exhibiting. Employed in this way, e-rater could help reinvent the GRE Writing Assessment as a sort of “super Test of Written English” that could, for example, be used in tandem with the TWE in evaluating the full range of writing skills, from basic to advanced, presented by an international graduate student.

The future utility of partially computer-generated scores in the applied setting of the GRE Writing Assessment hinges on the route that the GRE Program chooses to take in expanding the efficacy of the Writing Assessment itself. Any discussion of present utility, or benefits relative to cost, is essentially meaningless, as presently the scores are widely discounted and, therefore, offer little if any benefit to the applicant, the graduate program to which he or she applies, or the academic community at large.

The value implications of the essay score interpretation examined in this study relate to potential clashes of perceived with actual efficacy: in an automated scoring system delivering the measurement of examinee abilities it purports to deliver; in the scores produced providing a linkage of these abilities to each other and to some greater construct such as, in this case, success with writing tasks during the first year of graduate school; and, ultimately, in an applicant gaining admission to a graduate program based on scores that showcase her writing skills. 

The facts that GRE Writing Assessment scores are at present widely disregarded, and that introducing partially computer-generated scores would have little effect on this, undermine any claim that the scores measure socially valued examinee abilities or that demonstration of these abilities, through the scores, in any way enhances an examinee’s prospects of success in the target setting. Worst of all, these facts confound the reality, probably in detrimental ways, of the examinee who, judging from her scores, “did well” on the GRE Writing Assessment and, ceteris paribus, should have been admitted to the graduate program to which she applied, except that the admissions decision-makers there disregarded her scores.

Therein lies the link to the main social consequences of the current interpretation of partially computer-generated essay scores – or any essay scores – on the GRE Writing Assessment: inherent in the current situation, there exists a potential for scores to do harm to an examinee, in two ways. First, few individuals other than graduate program admissions faculty, high-level stakeholders in the GRE Program and, now, the researcher, are aware that scores on the GRE Writing Assessment currently have so little impact on admissions decisions. Examinees, therefore, apparently are sitting for the Writing Assessment under the false presumption that it will somehow increase their chances of admission. Second, examinees incur expense, presently $50 (GRE Website, http://www.gre.org/testfee.html#writing), to take the GRE Writing Assessment, from which nothing of value inures to them. It is reasonable to assume that, certainly for some subset of examinees, that expense materially reduces resources available for the purchase of necessities.

In sum, the majority of the evidence uncovered in this study supports the validity of the interpretations and uses of partially computer-generated essay scores. A good portion of this “for” evidence emanates from generalizability of validity across score variants and convergence and divergence of scores across model variants, as well as from the fidelity with which combinations of e-rater features reproduce certain rater scoring processes. Some “for” evidence also arises from the adequacy with which e-rater models represent and weight the schema of underlying constructs purportedly measured, and from the reflectivity of actual scoring tasks that e-rater features manifest. 

The most profound evidence “for” validity, though, emerges from the investigation of the actual and potential consequences of partially computer-generated score interpretation and use. The magnitude and direction of this evidence would seemingly bode well for a validity claim for partially computer-generated scores in the context of graduate program admissions writing assessments. However, further interpretive delving into the implications of the gathered consequential evidence unearths new evidence of serious adverse, and potentially even harmful, consequences of current rater-assigned score interpretation and use, albeit tangential to the specific applied context of this study. 

Educational Importance of the Research

Commencing with the work of Carlson and Ward (1988), ETS has for many years pursued the development of computer-based free-response scoring tools. As a successful tool of this kind may over time produce considerable cost savings for essay testing programs, interest in developing such tools has grown rapidly, at ETS and elsewhere, and is certain to continue. This study represents an attempt at establishing a protocol for demonstrating the validity the interpretations and uses of scores as stated by score users themselves.

Possible Extensions of the Research

The next generation of large-scale electronic tests will steadily incorporate advances in technology, psychometrics, and to a growing extent, cognitive science.

· Randy Bennett, 1998

There are several lines along which this research could be extended. First, as the pool of available GRE Writing Assessment essays grows, a more comprehensive follow-up effort, addressing all or most of the limitations cited earlier, could produce results that confirm and augment the findings presented in this study. Also, it will become possible to further investigate the agreement of e-rater scores with rater-assigned scores under certain anomalous circumstances, such as on data representing “1” and “6” essays exclusively and adjudicated essays exclusively. 

A construct-modeling technique that shows promise is the inclusion of higher-order interaction terms in a regression model. Qian & Lu (2000) report substantial logistic regression model improvement resulting from inclusion of interactive terms involving combinations of rhetorical 
e-rater features. Further experimentation with both of these techniques may yield valuable new insight into complex modeling of writing skill constructs.

Yet another opportunity for further investigation would involve extending the consequential evidence phase beyond score users to include actual and potential recipients of partially computer-generated essay scores. Moss (1998) emphasizes the need for researchers to evaluate the implications for score recipients of their own interpretations of their scores, pointing out that “the consequence of the dissemination of these [scores] depends … on how individuals incorporate these [scores] into their daily lives – how these [scores] affect the way they understand themselves and others” (p. 7). It is possible that, for example, while a graduate program’s interpretation of essay scores may literally be nonexistent, an applicant’s interpretation of her scores may be profound, perhaps even damaging her self-efficacy. This possibility must not be discounted in the evaluation of consequences for all stakeholders in an essay test program. Indeed, surveying the consequences of this group may be even more critical than surveying score users in this context.
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Appendix

Figure A1. The GRE Writing Assessment holistic scoring guide – “Issue.”

Figure A2. The GRE Writing Assessment holistic scoring guide – “Argument.”

Figure A3. The GRE Writing Assessment “Issue” prompts used in the study.

Figure A4. The GRE Writing Assessment “Argument” prompts used in the study.
GRE Essay Scoring Guide: Perspective On An Issue

SCORE

6
OUTSTANDING

A 6 paper presents a cogent, well-articulated analysis of the complexities of the issue and demonstrates mastery of the elements of effective writing.

A typical paper in this category

· develops a position on the issue with insightful reasons and/or persuasive examples

· sustains a well-focused, well-organized discussion

· expresses ideas clearly and precisely

· uses language fluently, with varied sentence structure and effective vocabulary

· demonstrates superior facility with the conventions (grammar, usage, and mechanics) of standard written English but may have minor flaws

5
STRONG

A 5 paper presents a well-developed analysis of the complexities of the issue and demonstrates a strong control of the elements of effective writing.

A typical paper in this category

· develops a position on the issue with well-chosen reasons and/or examples

· is focused and generally well organized

· expresses ideas clearly and well

· uses varied sentence structure and appropriate vocabulary

· demonstrates facility with the conventions of standard written English but may have minor flaws

4
ADEQUATE

A 4 paper presents a competent analysis of the issue and demonstrates adequate control of the elements of writing.

A typical paper in this category

· develops a position on the issue with relevant reasons and/or examples

· is adequately organized

· expresses ideas clearly

· demonstrates adequate control of language but may lack sentence variety
· demonstrates control of the conventions of standard written English but may have some flaws

Figure A1. The GRE Writing Assessment holistic scoring guide – “Issue.” 

3
LIMITED

A 3 paper demonstrates some competence in its analysis of the issue and in its control of the elements of writing but is clearly flawed.

A typical paper in this category exhibits ONE OR MORE of the following characteristics:

· is vague or limited in developing a position on the issue

· is weak in the use of relevant reasons or examples 

· is poorly focused and/or poorly organized 

· has problems expressing ideas clearly

· uses language imprecisely and/or lacks sentence variety

· contains occasional major errors or frequent minor errors in grammar, usage, or mechanics

2
SERIOUSLY FLAWED

A 2 paper demonstrates serious weaknesses in analytical writing.

A typical paper in this category exhibits ONE OR MORE of the following characteristics:

· is unclear or seriously limited in developing a position on the issue

· provides few, if any, relevant reasons or examples

· is unfocused and/or disorganized

· has serious and frequent problems in the use of language and sentence structure

· contains numerous errors in grammar, usage, or mechanics that interfere with meaning

1
FUNDAMENTALLY DEFICEENT

A 1 paper demonstrates fundamental deficiencies in analytical writing skills.

A typical paper in this category exhibits ONE OR MORE of the following characteristics:

· provides little evidence of the ability to develop or organize a coherent response to the topic

· has severe and persistent errors in language and sentence structure

· contains a pervasive pattern of errors in grammar, usage, or mechanics that severely interferes with meaning

0
Off  topic, in a foreign language, merely copies the topic, consists of only keystroke characters, or is illegible, blank, or nonverbal

Developed with university faculty and approved by the GRE Writing Test Committee.

© 1999 Educational Testing Service

Figure A1. The GRE Writing Assessment holistic scoring guide – “Issue” (continued).

GRE Essay Scoring Guide: Analyze An Argument

SCORE

6
OUTSTANDING

A 6 paper presents a cogent, well-articulated critique of the argument and demonstrates mastery of the elements of effective writing.

A typical paper in this category

· clearly identifies important features of the argument and analyzes them insightfully

· develops ideas cogently, organizes them logically, and connects them with clear transitions

· effectively supports the main points of the critique

· demonstrates control of language, including diction and syntactic variety

· demonstrates facility with the conventions of standard written English but may have minor flaws

5
STRONG

A 5 paper presents a well-developed critique of the argument and demonstrates good control of the elements of effective writing.

A typical paper in this category

· clearly identifies important features of the argument and analyzes them in a generally thoughtful way

· develops ideas clearly, organizes them logically, and connects them with appropriate transitions

· sensibly supports the main points of the critique

· demonstrates control of language, including diction and syntactic variety

· demonstrates facility with the conventions of standard written English but may have occasional flaws

4
ADEQUATE

A 4 paper presents a competent critique of the argument and demonstrates adequate control of the elements of writing.

A typical paper in this category

· identifies and analyzes important features of the argument

· develops and organizes ideas satisfactorily but may not connect them with transitions

· supports the main points of the critique

· demonstrates sufficient control of language to convey ideas with reasonable clarity

· generally follows the conventions of standard written English but may have flaws 

Figure A2. The GRE Writing Assessment holistic scoring guide – “Argument.” 

3
LIMITED

A 3 paper demonstrates some competence in analytical writing skills and in its control of the elements of writing but is plainly flawed.

A typical paper in this category exhibits ONE OR MORE of the following characteristics:

· does not identify or analyze most of the important features of the argument, although some analysis of the argument is present

· mainly analyzes tangential or irrelevant matters, or reasons poorly

· is limited in the logical development and organization of ideas

· offers support of little relevance and value for points of the critique

· does not convey meaning clearly

· contains occasional major errors or frequent minor errors in grammar, usage, or mechanics

2
SERIOUSLY FLAWED

A 2 paper demonstrates serious weaknesses in analytical writing skills.

A typical paper in this category exhibits ONE OR MORE of the following characteristics:

· does not present a critique based on logical analysis, but may instead present the writer's own views on the subject

· does not develop ideas, or is disorganized and illogical provides little, if any, relevant or reasonable support

· has serious and frequent problems in the use of language and in sentence structure

· contains numerous errors in grammar, usage, or mechanics that interfere with meaning

1
FUNDAMENTALLY DEFICIENT

A 1 paper demonstrates fundamental deficiencies in analytical writing skills.

A typical paper in this category exhibits MORE THAN ONE of the following characteristics:

· provides little evidence of the ability to understand and analyze the argument

· provides little evidence of the ability to develop an organized response

· has severe and persistent errors in language and sentence structure

· contains a pervasive pattern of errors in grammar, usage, or mechanics that results in incoherence

0
Off topic, in a foreign language, merely copies the topic, consists of only keystroke characters, or is illegible, blank, or nonverbal.

Developed with university faculty and approved by the GRE Writing Test Committee.

© 1999 Educational Testing Service

Figure A2. The GRE Writing Assessment holistic scoring guide – “Argument” (continued).

The Pool of Issue Topics

Present your perspective on the issue below, using relevant reasons and/or examples to support your views.
Issue Prompt 1:

"The concept of 'individual responsibility' is a necessary fiction. Although societies must hold individuals accountable for their own actions, people's behavior is largely determined by forces not of their own making."

------------------------------

Issue Prompt 2:

"With the growth of global networks in such areas as economics and communication, there is no doubt that every aspect of society – including education, politics, the arts, and the sciences – will benefit greatly from international influences."

------------------------------

Issue Prompt 3:

"Only through mistakes can there be discovery or progress."

Figure A3. The GRE Writing Assessment “Issue” prompts used in the study. 
Out of a pool of 125 prompts, the prompts shown were selected because, at the time this study was conducted, the greatest number of operational essays had been written on these. Prompts are administered at random from the current operational prompt set. This set is replaced by another set of prompts, also randomly selected, at regular intervals.

The Pool of Argument Topics

Discuss how well reasoned you find this argument.

Argument Prompt 1:

The following appeared in a letter to the school board in the town of Centerville. 

"All students should be required to take the driver's education course at Centerville High School. In the past two years several accidents in and around Centerville have involved teenage drivers. Since a number of parents in Centerville have complained that they are too busy to teach their teenagers to drive, some other instruction is necessary to ensure that these teenagers are safe drivers. Although there are two driving schools in Centerville, parents on a tight budget cannot afford to pay for driving instruction. Therefore an effective and mandatory program sponsored by the high school is the only solution to this serious problem."

------------------------------

Argument Prompt 2:

Humans arrived in the Kaliko Islands about 7,000 years ago, and within 3,000 years most of the large mammal species that had lived in the forests of the Kaliko Islands had become extinct. Yet humans cannot have been a factor in the species' extinctions, because there is no evidence that the humans had any significant contact with the mammals. Further, archaeologists have discovered numerous sites where the bones of fish had been discarded, but they found no such areas containing the bones of large mammals, so the humans cannot have hunted the mammals. Therefore, some climate change or other environmental factor must have caused the species' extinctions. 

------------------------------

Argument Prompt 3:

The following appeared in the editorial section of a local newspaper.

"The librarians in our town's school system have reported that the number of trips that our students make to their school library on a voluntary basis has decreased significantly in recent years. For example, the average seventh-grade student visited the school library five times last year, but four of those visits were part of required classroom activities. This shows that our students are reading less than in the past. To address this problem, our town needs to improve the atmosphere of the libraries so that they will be comfortable places in which to work. If students view the libraries as uncomfortable, then they are unlikely to want to spend much time there."

Figure A4. The GRE Writing Assessment “Argument” prompts used in the study
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