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Abstract

This paper presents a continuation of the evaluation of automated essay score validity undertaken by Kelly (2001). The purpose of the research was to investigate the hypothesis that an automated scoring system is capable of generating scores for essays in much the same way that raters evaluate essays and assign scores, such that a computer-generated score is a valid substitute for a rater-assigned score. 

The first paper presented the validity evidence arising from examination of the three “internal” aspects of Messick’s (1995) six-aspect validity framework: content, structural, and substantive. In this paper, evidence from the three “external” aspects of Messick’s model is presented. These aspects are external, generalizability, and consequential. 

Each automated scoring model scored essays written for a different writing task within the same essay test and then scored essays written for the same writing task but from a different essay test. The results of these procedures provided evidence that computer-generated scores converge across same-test scoring models but diverge across other-test models, indicating that a scoring model may be capable of discriminating between an essay written for the essay test for which it is calibrated and an essay written for a different test. 

Examination of correlations of scores generated by prompt-specific scoring models with scores generated by “generic” models that span many prompts for a given writing task, and of scores generated by linear models with scores generated by logistic models, yielded some evidence of score generalizability across these conditions, further supporting score validity.

Lastly, actual users of writing assessment scores were surveyed to uncover evidence of the consequences of substituting a computer-generated score for one of two rater-assigned scores in the score reporting process.  The strongest message emerging from survey responses was that scores in general, whether generated by computer, assigned by raters, or both, are often discounted by graduate school admissions decision-makers, rendering the consequences somewhat moot. Respondents confirmed the most common use of writing assessment scores in graduate program admissions is diagnosis of writing skill deficiency. 
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